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In a field whose growth ia rapid, and where 2 premism
‘seems to be put on extreme specialization, it is hard to
reach common agreement on terminolegy. Only in this
way is it possible to understand the appearance in 1960
of a book with the title, Statistical Theary of Conrnrrmis
cation, which contains ot a single reference to Shannon,
and devetes exactly two sentences (pp. 2 and 3) to the
body of concepts and theorems which, to this reviewsr, is
the field of "communication theory.”

1f thiz book had been entitled, "Inteeduction to the
theary of Wiener filters,” there would be no confusion
as to content: for that is exactly what it is, Tt is intended
ag a texthaol, hased on the author's teaching expericnce
gince 1947, for a one-scmester cotrse given to first-yoar
gradoate students in the MLLT. Depariment of Electriesl
Engineering.

As might be expected from its origin, the book is writ-
ten in a beautifully clear mannecr, starting with the most
elementary notions and leading us very gently, with a
great deal of discussion and examples, through the theory
of autoeorrelation fumctions and power spectra, random
functions, ensemhles, ergodic hypotheses, the farmulation
and solution of the Wiener-FHopi integral equation for
optimal filtering and prediction by the mean-square error
criterion. The author considers several applications, errof
analysis of optimal and near-optimal systems, practical
aspeets of sampling techninues, and the use of ortho-
normal functions, partieularly Laguerre fumetions, for

vatem synthesis.

Particular]ly noteworthy is the fact that examples are
not all abstract calcolations; numerous oscillograms give
actual results obtained by correlation fltering in the well-
known experimental work of Professor Les and collabora-
tors, which had appeared previously in scveral technical
reports of the M.[.T. Research Laboratory of Electronics.

The use of explanatory remarbs, examples, and other

. digressions is so lavish as to border on too mueh of a
good fhing. The superior student, who can grasp a cons
cept at first reading, may find that they sometimes inter-
rupt, rather than elarify, the line of reasoning. Of course,
good pedagogy requires & certain amount of repetitious-
ness; too often, students complain because a book erts
in the epposite direction.

In the last half of the book, one can find several useful
results which have not, az far as [ am aware, appeared
previously in print. Unfortunately, however, the book
cannot be regarded as an easy-to-read substitote for
Karbert Wiener's own exposition. Tt i3 only an elemen-
tary introduction to the subjeet, and some important mate-
rial given in Wicner's Exteapolation, Interpolation and
Swmoothing of Stationary Tiwe Serics (John Wiley &
Sons, New York, 1949) has been left ount. For example,
the author avoids having to mention the Paley-Wiener
eriterion for prediciability and realizability by the device
of considering only power spectra of such simple analyti-
cal form that the fundamental Sactorization operation can
be performed by imspection. Dot a person wha tries to
use this theory in his own problems will quickly fmd, to

dismay, that there exist rondom fumctions which are
wodrely reasonable physieally, but for which the factori-
zation is impossible. This is the case for what the physi-
cist woulldl probably regard as the most fundarmental of
all random funclions, the one whose power spectrum s
given by the Plamck Idackhedy rachation law, Ilere the
antacorrelation fmction off) ters out to be analytic for
all real 1, amd the Wiener prediction filter does not exist.
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For practical purposes, this kind of difficulty can be
avoided by approximating the power spectrum by a finite
number of Laguerre functions, for each of which the fac-
torization i done by inspection; but the conscientious
student will see that there is a fundamental unresalved
question of principle bere, for which the present hook
gives him no help. This is, of course, the singular case
where the VWiener theory gives the formally correct, but
physically entirely misleading, result that the future of
the random function is perfectly predictable from knowl-
edge of its past. Norbert Wiener's original waork, popu-
larly known as “The yellow peril” was outstandingly
difficult reading for persons not previously familiar with
such things as functional integration over Wiener meas-
ure; but at least this kind of material was in it, and
could be extracted with a litthe honest sweat.

- The criticisms made above should be regarded as ex-
tremely mild, and indeed one can argue that the {eatures
mentioned actually enhance, rather than detract fram, the
intended purpose of the book. But now I want to point
out two disturhing features which, in the interest of
fairness and accuracy, should be corrected in iuture
* editions,

The author's failure to make any reference to the
work of Shannon concerning information sources, en-
tropy, channel capacity, etc, while regrented by this
reviewer, cannot be the basis for eritieism: because, after
all, n author has the right to choose his own topic. But
no such charitable view is possible with regard to Chap,
14, where the problem of the optimuom lincar filter is
formulated and solved. Iere the veuder can fnd oot a
single hint of the Fact that, in 1950, a paper by Bode and
Shannon appearced which mave & sitpler, and much more
physically motivated, derivation of these same results,

“To.many workers in this feld, the Bode-Shannoen paper
‘was the key which, for the first time, made it possible
“to understand what we were doing in the "Wiener theory.
In depriving the reader of this very important contribu-
-tion to the subject, the author does violence to his own
stated purpose.

The final criticism is of particular concern to physicists,
"Every electrical engineer who writes on communication
‘theory feels the need to msert a few remarks concerning
its historical basis in statistical mechanics. My theory is
that someone wsed the word “Gibbs™ and a little imagina-
tion, to compose the ficst of these incantations, and that
subsequent writers have simply appropriated the result,
with embellishments, Vi zatever the cause, there i3 today
i growing body of mizinformation about the history of
statistical mechanics, propapating through the tanks of
communication engineers,

A book on information theory which appeared in 1933
contained a photograph of Gibbs, with this amazing cap-
tion: “J. Willard Gibbs (1839-1903), whose ergodic hy-
pothesis is the forerunner of fundumental ideas in infor-
mation theory.” In the book presently under review, this
is amplified as follows, On p. 207, we are told that
“Gibbs ariginated the assumption that, in a closed system
where the total energy remains constant, a time average
over the motions of 2 system of particles has an equiva-
lent average obtained by integration over a surface in
phase space called the ergodic surface,” On the following
page, the author continues, “In the attempt to justify
Gibbs" assumption as questions concerning its walidity
aroge, J. C. Maxwell proposed the hypothesis that
“ .. the system, if left to itsclf in its actual state of
motion, will sooner or later, pass through every phase
which iz consistent with the equation of energy. "



To this, several comments can be made. In the first
place, Maxwell died in 1879, 23 years before Gibbs® work
on statistical mechanics appeared. [t was, of course, not
Gibbs but Boltzmann wliose work Maxwell was referring
to in the passage quoted. )

In the second place, Gibbs not only did not fermudate
any ergodic hypothesis, he did not smploy it or the word
“ergodic™ at any place in his hook, Indeed, to do so would
have run counter to his whele purpose, as stated in the
preface. Gibbs was probably the frst person to see the
possibility of founding statistical mechanics directly on
prior probability assiznments, independently of any such
unproved physical assumptions.

Nowhere does Gibbs state or imply that the probability
#(R) assigned to a certain region & of phase space is
equal to the long-run relative freguency f{8) with which
2 physical system oceupies B, which is what an crgodic
hypothesis would amount to. »( ) is a2 frequency only
in an imaginary “ensemble,” which is a conceptial device
for describing a certain sfale of Enowledge. This distine-
tion is pointed out clearly by Tolman [The Frinciples of
Statistical Mechowes {Oxford University Press, New
York, 1232) pp. 63-70).

The reliability of the predictions then comes, not from
any hypothesis about the long-run behavior of an indi-
vidual system, bist from the fact, which Gibhs stresses
over and over, that when we pass from a probability dis-
tribution in phase space to a probability distribution for
the particular phase functions §f{a.4) which are measured
in thermodynamic experiments, we obtain distributions
with ennr'r-.l'mnusw sharp peaks, practicatly all of the prob-
ability being concentrated in an interval much smaller
than the experimental error. This being the case, it is
clear that the success of statistical mechanies (equality
of ensemble averages and expcrimental values) can be
understood without recourse to any ergodic hypothesis,

By using the “global" viewpoint from the start, and by
introducing the canonical and grand canonical ensembles,
Gibbs brought to this subject unity, formal elegance, and
2 technique of calculation which the labors of another
sixty years have not heen able to improve on Gikbs' own
contributions are great enough. We do not need to credit
him with things which were not only done several years
earlier by Clausius, Boltzmann, and Maxwell, but were
actually forcign to his viewpoint.

Gibbs' work was incomplete in that he gives no prin-
ciple for choosing the ensemble; the canonical and grand
canonical ensemhles are introduced in an apparently ar-
bitrary manner. For this reason, many physicists did not
at first accept the Gibbs methods. The Ehrenfests, in
their famous review article of 1912, dismiss them as
“amalytical tricks” made solely for ease of ealculation,
and stress the physical superiority of Boltzmann's wiew-
point. Since then, the mathematical superiority of Gibbs'
method has become so clear that today most physicists
would consider the main results of Boltzmann (eollision
equation, H theorem, etc.}) as valid only to the extent
that they can be derived from the equations of Gikbs.
But the arbitrariness in choasing the initial ensemble has
remained, and debate over the justification of Gibbs'
methods hag continued. Recently, I have discussed in
some detail the possibility that the concepts introduced by
Shannon may prove to be the missing link which rermoves
this arbitrariness and givefthe final justification for
Gibbs' methods,

In summary, the prospective reader should be fore-
warned that this book is not about communication theory
as the term is usually understood, but takes up only one
specialized topic; the Wiener filter and necessary pre-
liminaries thercto. For the person who wants an easy
introduction to this part of communication theory, it is
by far the best source available. It is recommended that
Chap. 14 be read in conjuction with the paper, "A Simpli-
fied derivation of linear least-square smoeathing and pre-
diction theory,” by H. W. Bode and C. E. Shannon
[Proc. I.ELE, 38, 417 (1930)],
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